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Ensemble Forecasting Wor kshop

Outline

P Ensembl e Forecasting for Hydrology

< What is an ensembl e forecast?

<Why do we do ensemble forecasting?

< How do we generate ensembl es?

< What do we do with the ensemble once we have it?

P Review of Statistics for Ensemble Forecasting
< General Review of Statistics
< Getting a Sample from an Ensemble of Time Series

P Exercise




A Definition of Ensemble Forecasting

Fromwww.hpc.ncep.noaa.gov/ensembl etraining/

An ensemble forecast is a collection of two or
more forecasts that verlfy at the same time.
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ESF Traze Ensemble of FONTEMNELLE RES INF
Latitude: 42.0  Longitude: 1101
Forecast for the period B2502002 7h — 952502002 7h
Thiz iz a conditional zimulation bazed on the current coditions as of 62552002

Trace Start Date
I 1972 1952
I 1973 1953
I 1974 196
1875 1965
1976 1956
1977 1957
River Flowe 1975 19583
(CFsDy 1979 1959

1980 I 190

1531 1991
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Other Examples of Ensemble Forecasts

? Ad hoc scenarios like gpf/non-gpf runs
P Varying the QPF with mods in IFP
? Observed climate streamflows

P Agenciesthat use both NWSforecasts and their
own models

P Review of like cases




Why do we do Ensemble Forecasting?

UNCERTAINTY

There are many sources of uncertatinty. The goal
of ensemble forecasting isto quantify the forecast

uncertatinty in an objecive manner.




Sour ces of Uncertainty @ CBRFC

P Observations

P Model nitial conditions
P |nput forecasts

PModel structure
PModel parameters

P Rating curves




Why do we do Ensemble Forecasting?

Major Sourcesof Uncertainty in Hydrologic Forecasts
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Are Ensemblesthe only way?

Other Ways of Assessing Uncertainty

P Statistical techniques like Kalman filtering and
error propagation

P Personal experience/opinion
PModeling the error itself

P Review of verification statistics (conditional
distributionsespecially)




How Do We Gener ate Ensembles?

An ensemble method for each source of uncertatinty above
PModel structure—run two models

PModel parameters — run the same model with
different parameter sets

PModel initial conditions including input

observations — start the model different initial
conditions (that's what the mets do)

P Input forecasts — vary the forecast input to the
model (have distinguished between running the
model up to the end of the observed period and
the forecast period)




What do we do with the Ensembles?

EXIET I
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What do we do with the Ensembles?

Exampleldeas
? Pick one member you like the best

? Draw by hand what seems most likely to you
? Compute a mean hydrograph

P Pick out arange for some event
P Pass the ensemble on for input to another model

P Compute adistribution for aparticular period or
several periods

P We can draw pictures; we can make text
statements




Introduction to Statistics for
Ensemble Forecasting

More than anything else, AHPS is the
application of statistical science to
hydrology.




Probability

P*“AHPS is probably about probability” - Dave
Brandon, circa 2002

P In general, the probability of an event isthe
number of favorable outcomes divided by the
total number of possible outcomes.

Pe.g. the probability of drawing the queen of hearts
from adeck of cardsis 1/52 or 1.9%.




Weighted Probability

P What isthe expectation (average value) resulting
from tossing apair of dice? (Primetotals
excluded)

Possible Comb  Total Comb  Probability = Weight*Value
21 . 0.14 _ 0.57
21 . 0.24 _ 1.43
21 . 0.24 _ 1.90
21 0.19 _ 1.71
21 0.14 _ 1.43
21 0.05 _ 0.57

Expectation | : 7.62




Freguency Histogram

Apr-Jul Volumes Roaring Fk. Nr. Aspen

60-80 80-100 100-120
13




Cumulative Distribution Function

et Levels on the ROARING FKE - ASFEM at
Bo392  Longitude: 1058
Briod S/2852002 24h - 53002002 24k
h based on the current coditions as of SA3002002
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Bias

Two Kinds
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FORECAST POINT SAYI14
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SPAGHETTI PLOT FOR FORECAST POINT SAYl14




SPAGHETTI PLOT FOR FORECAST POINT SAYl14




MEAN MONTHLY FLOWS AT SAYI4
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lmportant Terms

P Ensemble — A set of time series that represent
0SS ble outcomes.

PTrace— Onetime seriesin an ensemble.

P Distribution — A function that describes the
likelithood that some set of events will occur.

P Sample Set — A set of values that represents a
distribution. The values may be observations or
forecasts.




lmportant Terms

(cont)

P Forecast Variable — The type of information to be
extracted from an ensemble, maximum,
minimum, mean, €etc.

P Trace Window — The length of the forecast (ESP)
run (also called analysis window).

P Forecast Interval — The time period over which
the Forecast Variable isto be sampled. Not
necessarily equal to the Trace Window. Multiple
Forecasts may be extracted from asingle
ensemble. Also called the Forecast Window.




SPAGHETTI PLOT FOR FORECAST POINT SAYl14
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Trace

Window

The Forecast Variable
is the Mean




Forecast Variable Forecast Interval
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MEAN MONTHLY FLOWS AT SAYI4

Sample Set
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Stepsfor Deriving a Distribution

P Select an Interval and aVariable.
P Extract a SampleSet from the Ensemble.

P Fit a Distribution to the Sample Set.

< For the empriical distribution: sort,rank and use
nlotting position (N/N+1).

< For normal and others extract distribution parameters
from the sample set.

< For wakeby and others use numerical fitting algorithm.




Collecting a Sample

|ntervals




Collecting a Sample

Variablels max

*(\Interval 1 Interva 2
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Collecting a Sample

VariableisVolume

[\ Interval 1 Interval 2




L ast Step: Fit a Distribution

Sometimesan Analytic Distibution Works

TYGART VALLEY RIVER

ESP Exceedance Probability Conditional Simulation
L deg Lot suie Plot Interval 10/3/1999 - 10/3/1999

Max.

RIVER STAGE
(FT)

0.80 0.70 060 050 0.40 0.30 0.20 0.10 0.05 0.02 0.01
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ESF Praobahbility Interval Flat TYGEART WALLEY RIVER Conditional Simulation

Lat: 355 Lon: 794 1 Day
£.00 Exceedance

Frobability

B -5

al - 759%

B »= 75%

M.

RIWER STAGE

X _

2.06 306 306 406 406
Monthvear: 52000 Time Zone: TSTime Zohe: setCode {Unknown)




And Now an Exercise




Spaghetti Plot for Exercise 1
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Exercise 1 ESPADP Forecast

Chances of Exceeding River Levels on the BIG BUTTE CRK
Latitude: 42.5 Longitude: 122.3
Forecast for the period 12111995 - 12151995
This is o conditional simulation based on the current conditions as of 112201993
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Exercisel ESPADP Table




Current NWSESP Method

ESPAace GeEneranion

GUIMANY E=
FORECASH)
ADRIUSHIMENTS

DAILY RFC CURRENT CONDITIONS
L FORECASTING ® SOIL

® DATA INGEST, 3 ® SNOW FRESE

o DATA QC ¢ RESERVOIR LEVELS
HISTORICAL ¢ MODEL UPDATING ¢ STREAMFLOW

TIME SERIES L

ALL YEARS OF

RECORD MEAN AREAL
TIME SERIES NWSRFS
—> —» HYDROLOGIC —»
PREGIPITATION MODELS
TEMPERATURE
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